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BACKGROUND

ÅMany applications boil down to solving linear equations

simulation

image processing

deformation

parameterization

[Mullen et al. 2009]

[Mullen et al. 2008]

[Huang et al. 2006]

[Farbman et al. 2008]



PROBLEM & SOLUTION

Å Ill-conditioned problems

ҍsource: irregular sampling, bad elements, heterogeneous materials

ҍ result: signals containing very different scales 

ÅBasic methodology: multiscale decomposition

ҍdecompose the whole problem into multiple scales

ҍ treat each scale efficiently to avoid wasteful & redundant computations

ÅHow it works: 

ҍ treat scales back and forth 

ҍ to decrease the error of different frequencies



EXAMPLE I: MULTIGRID APPROACH

ÅCoarsening and scale communications via

ҍsparse restriction and prolongation

ÅGeometric & algebraic variant

ҍbuilding ╟: mesh interpolation or graph simplification

ÅEfficient for particular matrices

Cheap per-iteration cost, 

but slow convergence.



EXAMPLE II: MULTILEVEL APPROACH

ÅOperator-adapted wavelets [Owhadi 2017; Budninskiy 2019; Chen 2019]

Re-expressed with hierarchical, 

spatially localized, eigenfunction-

like basis fcts and wavelets

Multilevel solve

Independent solves across levels

Assemble all-level solutions

Multilevel decomposition



EXAMPLE II: MULTILEVEL APPROACH

+ + + =

coarsest coarser finer finest groundtruth

Great convergence, but very 

high computational cost.



EXAMPLE II: MULTILEVEL APPROACH

ÅClosed-form solution of restriction operator [Chen 2019]

ҍ this operator will be denser on coarse levels

ҍslow down matrix factorization & multiplication

ÅOur idea

ҍ for inhomogeneous systems, the OA wavelet approach is great but expensive

ҍso we need to trade convergence for an acceleration of each iteration to obtain a fast solver

Operator-adapted hierarchy

Operator-

adapted 

orthogonality 

Speed of 

running a 

cycle



CONTRIBUTIONS

ÅRe-express [Chen 2019] construction by Cholesky decomposition based on [Schäfer et al. 2021]

ÅLeverage incomplete factorization for preconditioning inhomogeneous systems

ҍexploit multiscale ordering and sparsity pattern to make tradeoffs

Å Introduce efficient implementation

ҍparallelization, supernodes...

ÅOutcome

ҍa multiscale preconditioner for large scale heterogeneous linear systems.

ҍ filling a gap in the arsenal of linear solvers
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OUR METHOD



INPUT AND PIPELINE

Å Input of our algorithm

ҍmesh for problem discretization

ҍSPD matrix discretizing a differential operator

ÅPipeline of our method

1. Fine-to-

coarse          

reordering

2. Construct 

multiscale 

sparsity pattern

3. Perform 

incomplete Cholesky

factorization



STEP 1: FINE-TO-COARSE REORDERING

ÅMax-min ordering [Guinness 2018, Schäfer 2021]

ÅReverse to generate fine-to-coarse ordering

ҍput the most important DoFs last


