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BACKGROUND @ SIGGRAPH 2021

A Many applications boil down to solving linear equations

simulation

deformation § 54
[Huang et al. 2006} 'y - : :

[Mullen et al. 2009]
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Image processing [Farbman et al. 2008]

[Mullen et al. 2008]



- PROBLEM & SOLUTION @ SIGGRAPH 2021
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EXAMPLE I: MULTIGRID APPROACH (@) sicarapH 2021

A Coarsening and scale communications via Algh — ph o eyl ol
o ) rh = ph — ghxh Ahyh =_§? ____________
L sparse restriction and prolongation
. . . t 1 t . .
A Geometric & algebraic variant e ph ok anerpotion

b building ||— mesh interpolation or graph simplification . o
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A Efficient for particular matrices

interpolation
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restriction
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Cheap per-iteration cost, direet solver
but slow convergence.




— EXAMPLE II: MULTILEVEL APPROACH @ SIGGRAPH 2021

A Operator-adapted wavelets [Owhadi 2017; Budninskiy 2019; Chen 2019]

Multilevel decomposition Multilevel solve

Au — g [Aquq:gq]

Independent solves across levels
BfwF = Wkgk+1 forqg—1>k>1
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AR AR
AR AR like basis fcts and wavelets

Assemble all-level solutions

Re-expressed with hierarchical, q—1
spatially localized, eigenfunction- u? =dpb Tyl + Z gk, T gk
k=1




- EXAMPLE II: MULTILEVEL APPROACH @ SIGGRAPH 2021
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Great convergence, but very
high computational cost.




- EXAMPLE II: MULTILEVEL APPROACH (@) sicoraph 2021

A Closed-form solution of restriction operator [Chen 2019]

Operator- Speed of

CF = oy amg —AFF WET (89)7 w], adapted running a
orthogonality cycle

b this operator will be denser on coarse levels

b slow down matrix factorization & multiplication

Operator-adapted hierarchy

A Our idea
b for inhomogeneous systems, the IS great but expensive

L so we need to trade convergence for an acceleration of each iteration to obtain a fast solver

Need a brand new

computational tool!




CONTRIBUTIONS @ SIGGRAPH 2021

A Re-express [Chen 2019] construction by Cholesky decomposition based on [Schier et al. 2021]
A Leverage incomplete factorization for preconditioning inhomogeneous systems
b exploit multiscale ordering and sparsity pattern to make tradeoffs
A Introduce efficient implementation
L parallelization, supernodes...
A Outcome
b a multiscale preconditioner for large scale heterogeneous linear systems.

L filling a gap in the arsenal of linear solvers



@ SIGGRAPH 2021

OUR METHOD
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INPUT AND PIPELINE @neemn 2021

o — b — Ax
Zo := M 'rg
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k:=0
A Input of our algorithm = orap
X1 1= X + 0Py
L mesh for problem discretization e ::;’;ﬁ;eﬁjﬁﬂ’; | then exit loop end if
L SPD matrix discretizing a differential operator ::::Zgljz:fl
A Pipeline of our method Pri1 i— ZEZ BrPr.
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1. Fine-to- 2. Construct 3. Perform
coarse multiscale iIncomplete Cholesky

reordering sparsity pattern factorization



STEP 1: FINE-TO-COARSE REORDERING @ SIGGRAPH 2021

A Max-min ordering [Guinness 2018, Schifer 2021]

A Reverse to generate fine-to-coarse ordering

b put the most important DoFs last



